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ABSTRACT

Design and execution of high fidelity acoustic sensing
in complex environments poses a number of practical chal-
lenges, from accurately measuring the geometry of the setup
and estimating the channel response, to time synchronization
amongst the sources and receivers. When acoustic experi-
ments are performed on-board the International Space Sta-
tions (ISS), the number of constraints and obstacles vastly
increases, due to the combination of a highly unpredictable
acoustic environment, and restricted availability of crew time.
In this paper, we present our preliminary results with a first-
of-a-kind acoustic imaging experiment performed aboard the
ISS, highlighting the difference between simulations, labo-
ratory measurements, and in-space experiments. We hope
that these experiments and results will help the research
community in realizing high performance acoustic imaging
capabilities in complex environments.

Index Terms— autonomous sensing, acoustic imaging,
source localization

1. INTRODUCTION

Plans for future human space exploration missions typically
include pressurized space habitats that are designed for astro-
nauts, but must also operate uncrewed for long periods. For
example, NASA’s planned Gateway outpost near the Moon
is expected to host astronauts for a few weeks each year
[1]. During uncrewed periods, there is a critical need for
intra-vehicular robots (IVR) operating within the habitat to
provide caretaking functions such as emergency fault recov-
ery, routine maintenance, and supporting on-board science
experiments. Autonomous state assessment, including au-
tonomously detecting current anomalies or predicting future
anomalies, is a pre-requisite for such functions [2].

Acoustic signals transmitted through structure or air can
diagnose many classes of faults. For example, the ISS carries
an Ultrasonic Leak Detector (ULD) which is used by astro-
nauts to locate any cabin air leaking into space [3]. The ULD
converts ultrasound signals into the astronaut’s hearing range.

Fig. 1: NASA astronaut Megan McArthur configuring the
SoundSee payload for Astrobee on the ISS.

While it has been used successfully for leak isolation, astro-
nauts report that the many background ultrasound sources on
the ISS make using the ULD a painstaking process; its single
microphone must be scanned very close to any possible leaks
to detect faint signals. Our current work aims to automate this
leak isolation process with a mobile inspector robot, which
could register the acoustic spatial information into a 3D map.

Our target robotic testing platform is NASA’s free-flying
Astrobee robot, three of which have been operating inside the
ISS since 2019 [4]. Their primary function is to provide a
platform for micro-gravity robotics research. They also act as
free-flying cameras to monitor astronaut activities, and col-
lect sensor surveys. Each Astrobee has three payload bays
available to host guest science payloads.

The SoundSee payload, developed by Bosch USA in part-
nership with Astrobotic Technology Inc, is a microphone ar-
ray with 20 individual MEMS capsules, capable of capturing
audio recordings at sampling rates varying from 44.1kHz to
192kHz [5]. Fig. 1 depicts the SoundSee payload installed
on Honey, one of the three Astrobees in orbit, during a recent
ISS activity. SoundSee endows Astrobee with the capacity to
hear, making acoustic imaging a concrete possibility onboard
the ISS.

Acoustic imaging techniques have seen success in several
practical industrial and academic [6] domains, such as med-
ical monitoring [7, 8], machine fault detection [9], and bio-
acoustics [10]. Arrays of microphones used in specific ge-
ometries with classical beamforming techniques can be used
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Fig. 2: Manual transects trajectory of SoundSee on the ISS (blue lines). iPad position is represented by dashed green lines. The
array is moved forward on the y axis for ∼ 2m, rotated around the z axis by 180◦ then moved backward on the y axis to the
starting point, three times at different standoff distances z from the iPad. Absolute position (top row). Intrinsic rotation angles
(bottom row). Nominal transect geometry (right). The microphone array is always facing downwards.

to estimate direction-of-arrival from incoming sound sources
[11]. Combining these techniques with synthetic aperture
methods using mobile recording platforms and specific travel
trajectories allows relatively simple microphone array plat-
forms to accurately reconstruct acoustic scenes [12]. Au-
tonomous robotic platforms such as Astrobee, combined with
the SoundSee payload have the potential to use these methods
to create an automated IVR system for ULD.

In this paper, we present the challenges inherent in con-
ducting in-orbit acoustic imaging experiments, introducing
the environment, the constraints, and the time-synchronization
difficulties encountered in Sec. 2. Sec. 3 illustrates how
signal-processing techniques are used to align data-streams
from different clock domains. Sec. 4 describes the simula-
tion and laboratory setup used for comparison to the in-orbit
experiment. Sec. 5 shows the results obtained with baseline
beamforming techniques for source localization.

2. ENVIRONMENT AND SETUP

Most Astrobee activities use the Japanese Kibo module of the
ISS [13], where the Astrobee docking station is located. Kibo
is the largest ISS module, with∼ 11× 2.5× 2.5 m accessible
volume in the cabin. Like most ISS modules, it hosts a variety
of science experiment payloads and astronaut activities, and
its internal configuration changes substantially over time.

SoundSee mounts in Astrobee’s bottom forward payload
bay, with its microphone array on the lower part of Astrobee’s
forward face. Three of Astrobee’s cameras are on the upper
part of its forward face, with fields of view that overlap with
SoundSee: the SciCam (a camera which transmits streaming
video of astronaut activities), the NavCam (a wide field of
view camera used for navigation), and the HazCam (a LI-
DAR sensor that returns 3D point clouds useful for hazard
avoidance as well as mapping 3D structure) as seen in Fig. 1.

Astrobee navigation relies on a localization system that
can operate anywhere in the ISS, using a combination of in-
ertial sensing and NavCam imagery that enables both visual
odometry and recognizing visual landmarks from a prior map
of the ISS interior [14]. The same position and orientation

information that enables navigation can be combined with
acoustic imagery and HazCam LIDAR point clouds to form a
3D acoustic map. ISS position coordinates reported in this pa-
per use the standard Space Station Analysis Coordinate Sys-
tem [15], which is also used for Astrobee navigation.

For our initial data collection on the ISS, we opted for a
series of moving passes, or transects, over an unmoving sound
source. We used a 10.5 inch 2017 iPad Pro, attached to the
deck of the Kibo module, to play a stimulus signal through
all the four loudspeakers, while moving the Astrobee back
and forth over the iPad at varying target distances. The center
position of the iPad is estimated via triangulation of NavCam
images to be (10.76,−8.90, 5.91)m.

Rather than flying the desired trajectories autonomously
with Astrobee, an astronaut manually moved the robot along
the transect, which eliminated propulsion noise from the
acoustic experiment. Autonomous flight will be addressed
in future experiments. Three transects took place, with the
Astrobee offset from the iPad by approximately 0.4m, 0.7m,
and 1.0m, respectively. Fig. 2 shows position and orientation
of SoundSee during the transects.

The SoundSee payload features a custom-built micro-
phone array in a spiral configuration (Fig. 5). Out of the 20
available microphones, for this experiment we use the two
outermost rings, featuring five microphones each, on concen-
tric circles of ∼ 6cm and ∼ 2cm diameter, respectively.

Challenges: Rules around safety and acoustic well-being
for the astronauts limit the range of sounds that can be played
on the ISS, barring the use of colored noise, chirps, or pure
tones. We resorted to a 10s music loop with a heavy har-
monic structure. The relatively long periodicity is a challenge
for beamforming techniques that rely upon the assumption of
a stationary source and microphone. Additionally, the acous-
tic environment of the ISS is uncharacterized, and is imprac-
tical to characterize due to a lack of crew time, necessary
equipment, and environmental variability; this also makes the
acoustic environment very hard to recreate on the ground.
Time-synchronization across data-streams is crucial to con-
sider, as both imaging and synthetic aperture methods rely on
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Fig. 3: Time-varying delay between s(t) and ri(t) before
drift compensation. Time-delay matrix ∆̂sr0(t), color repre-
sent the normalized cross-correlation value (left). Time-delay
signal δ̂sri(t) for the ten microphones; spikes occur when
sounds from other sources are significantly louder than the
iPad. (right).

time-aligned signal readings and position measurements for
accurate results. However, technical issues necessitated spe-
cial considerations to be made to re-align our recordings using
available data.

3. TIME ALIGNMENT OF DATA STREAMS

To accurately estimate the offset between the recorded audio
stream and the trajectory of the microphone array, we opt for
a geometry-driven approach. Specifically, we can estimate
the offset via cross-correlation between: 1) the time-varying
delay between the stimulus signal and the microphone array,
δsr(t); and 2) the time-varying distance between the iPad po-
sition and the SoundSee position γsr(t).

While γsr(t) is trivial to compute given the trajectory,
extracting δsr(t) is challenging. As the stimulus signal
s(t) is played back from a device (iPad) that is not clock-
synchronous with ith microphone array signals ri(t), two
parameters need to be estimated before computing δsr(t): the
offset osr and the clock drift dsr between s(t) and ri(t).

We first estimate osr via cross-correlation between s(t)
and r0(t), neglecting the presence of a drift between the
two signals, and observing that the offset is not a function
of the microphone index. We then compute δ̂sr(t), the the
time-varying delay between s(t) and ri(t) without drift com-
pensation. In particular, given s(t) and ri(t) we first compute
∆̂sri(t) ∈ RD×T , a time-delay matrix where each column
is the cross-correlation between a window of s(t) and the
corresponding window of ri(t) - Fig. 3 (left). As expected,
the harmonic nature of the stimulus signal plays a clear
role in ∆̂sri(t), as the auto-correlation signature of s(t) is
clearly visible in the columns of ∆̂sri(t). After a 2D Gaus-
sian smoothing step, we track the maximum value along the
columns of ∆̂sri(t) to build δ̂sri(t), the time-varying delay
signal between s(t) and ri(t) - Fig. 3 (right).

By averaging over the active microphones, we obtain
δ̂sr(t), the average time-varying delay between the source
signal and the microphone array, prior to drift compensation.
We then compute the clock drift dsr via linear regression on
δ̂sr(t) between seconds 420 and 500. The drift-compensated
average time-varying delay δsr(t) between s(t) and ri(t) can

0 50 100 150 200 250 300
Time [s]

0.000

0.002

De
la

y 
[s

]

0 50 100 150 200 250 300
Time [s]

0.5
1.0
1.5

Di
st

 [m
]

100 50 0 50 100
Delay [s]

0

5

NC
C

Fig. 4: Drift-compensated time-varying delay δsr(t) (top);
time-varying distance between source and array γsr(t) (mid-
dle); normalized cross-correlation between the two signals
(bottom)

Fig. 5: Back-side of microphone array used in SoundSee unit
(left); marked in green are the outer rings of 10 microphones
used to capture data. Image of SoundSee mounted on robotic
platform inside sound chamber for experiments (right).

be easily derived from δ̂sr(t) and dsr.
Fig. 4 shows the drift-compensated time-varying delay

δsr(t), the time-varying distance between source and Sound-
See γsr(t), and the normalized cross-correlation between the
two signals, used to extract the offset between the recorded
audio stream and the trajectory of the microphone array.

4. SIMULATIONS AND LAB EXPERIMENTS

To estimate the quality of imaging results from the ISS exper-
iment, we replicate both in simulation and in a controlled lab
environment the same transect acquisition.

Acoustic simulations. Simulated experiments are com-
puted in a virtual acoustic environment using PyRoomAcous-
tics (PRA)[16], a Python module for acoustic simulation in
specific room configurations using the image source method.
Using a shoebox-style model of a room, we design an acous-
tic space mirroring the approximate dimensions of the Kibo
module on board the ISS. The iPad is modeled as an omni-
directional point sound source, whereas the SoundSee micro-
phone array unit is modeled as a set of omni-directional point
microphones, in the same dual ring configuration as on hard-
ware. The image source method used in PRA is designed to
compute the room impulse response (RIR) between a given
source location and a given microphone location. However,
this RIR is computed with the assumption of neither the mi-



10 12

10

9

8

t: 15s, LE: 0.4m

10 12

t: 21s, LE: 0.2m

10 12

t: 27s, LE: 0.2m

10 12

t: 33s, LE: 0.3m

10 12

t: 39s, LE: 0.7m

10 12

10

9

8

t: 15s, LE: 0.2m

10 12

t: 21s, LE: 0.0m

10 12

t: 27s, LE: 0.1m

10 12

t: 33s, LE: 0.3m

10 12

t: 39s, LE: 0.4m

Fig. 6: Acoustic images computed for ISS data (top row) and
simulated data (bottom row). Green cross: source position.
White star: array position. Blue dot: estimated source posi-
tion. Titles report timestamp (t) and localization error (LE).

crophone nor source being in motion. We assume that the
microphone position is stationary in each trajectory point for
the duration of the analysis window. From here, we use the
audio centered at each corresponding time-step and location,
along with the computed RIR, to simulate the microphone ar-
ray response at that time and location.

Experiments in SoundSee lab. Controlled acoustic ex-
periments were conducted in Bosch’s Pittsburgh office, inside
a sound isolation chamber (WhisperRoom SE 2000) mea-
suring 2.4m by 4.1m, without any modification to its native
acoustic properties. Audio was piped into the chamber with a
Genelec 8320A speaker, replacing the iPad on the ISS with-
out further source modelling. Object locations in the chamber
were tracked by a Motive OptiTrack motion capture system,
featuring four ceiling-corner mounted USB cameras. Opti-
Track systems are broadly capable of tracking with sub-10
millisecond latency, within 2 millimeter accuracy. All audio
was recorded using a SoundSee unit identical to the one on
the ISS. A SuperDroids Mecanum robot was used for motion
control in the anechoic chamber during acoustic captures.
SoundSee was attached to 4 ft speaker mount on the robot to
control height and angle of the microphones.

5. RESULTS

Acoustic images are generated with the Music [17] beam-
forming algorithm as implemented in Acoular [11]. The
imaging plane spans x and y axes for the width and depth
of the Kibo module, with a resolution of 10cm. Analysis is
focused on a third octave bandwidth, centered at 6kHz, where
resolution of the array is maximized and aliasing artifacts are
negligible. The position of the source is estimated to be on
the grid point with the largest response to the beamforming
algorithm. Fig. 6 shows some sample acoustic images from
ISS data, overlaid with the array, the real, and the estimated
source positions.

Fig. 7 shows the localization error as a function of the dis-
placement between the microphone array and the iPad along
the y axis for each analysis point. The blue dots (ISS) re-
sult from analyzing the ISS manual transect at 70cm standoff
distance. The orange crosses (Lab) result from the lab acqui-

1.0 0.5 0.0 0.5 1.0
y-axis displacement [m]

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

Lo
ca

liz
at

io
n 

er
ro

r [
m

]

ISS
Lab
Simulation

Fig. 7: Localization error as a function of the displacement
between the microphone array and the source along y axis.

sition of a transect at the same standoff distance. The green
squares (Simulation) are obtained by simulating the ISS tra-
jectory in a room with an RT60 of 2s. All the walls in the sim-
ulated room have the same frequency-independent absorption
coefficient of 0.13. The same music stimulus used on the ISS
is used for both simulations and lab experiments.

As expected, the localization error increases as the dis-
tance between the source and the array increases. While the
localization error for the simulated scenario and the lab ac-
quisition is smaller than from ISS data, both the position of
the SoundSee unit on the ISS and the position of the iPad are
estimated via NavCam images and other sensors, and are thus
subject to noise. Interestingly, changing the absorption coef-
ficient of the simulated room is enough to get a reasonable
approximation of the ISS localization error, despite treating
the iPad as a spherical point source, and neglecting the polar
pattern of the array capsules. This conclusion would imply
that the lab experiment, conducted in a semi-anechoic cham-
ber, may yield lower localization errors, as observed in Fig. 7.

All three experiments show large localization errors at
greater than 1m displacement on either side of the speaker,
potentially due to the speaker’s directionality. While the ISS
and simulation series show linearly increasing errors between
0.5 and 1m to the left of the speaker, this is not shared by the
lab series. This behavior will be subject to further investiga-
tion.

6. CONCLUSIONS

We presented the challenges and possible solutions to con-
sider before computing acoustic imaging and source localiza-
tion in a highly unpredictable acoustic environment. Prelim-
inary results show that small changes to a simulated environ-
ment can be used to approximate the error distribution that
could be expected in the target environment. Future works
will leverage this experience to prepare for in-space acqui-
sitions with the aid of simulations and laboratory measure-
ments, more advanced beamforming algorithms [18], by char-
acterizing sources and receiver, setting expectations and val-
idating hypotheses on the uncertain and constantly-changing
acoustic landscape on the ISS.
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