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Bosch SoundSee and NASA’s Astrobee

SoundSee

Astrobee
The Astrobee robot has been developed by NASA Ames Research Center

SoundSee is a guest-science payload 
on the Astrobee



SoundSee’s Primary Mission Objectives

Acoustic mapping

Audio AI for machine health monitoring

Here on earth …

Industry 4.0
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SoundSee Sensor Capabilities 
Operating modes and executing on-orbit recording experiments 
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6 cm

20 microphones spiral array 
100 Hz – 80kHz frequency range

Astroobee
GDS

Experiment 
file

Ground On-orbit

44.1 KHz sampling rate [mode 1]

96 KHz sampling rate [mode 2]

192 KHz sampling rate [mode 3]
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SoundSee Sensor Capabilities 
Basic mapping mechanisms

Compute features 

100 Hz – 80kHz [ innermost ring for ultrasonic ]6 cm

20 MEMS microphones (spiral array, 4 rings)
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Audio AI
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Experimental Setup Aboard the ISS 
Collaboration between Bosch SoundSee and NASA-ARC ISAAC team
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SoundSee (Ops 3): First Experimental Data collection 
Use ipad speaker as ground truth for acoustic imaging

Credits: Trey Smith @NASA
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SoundSee Data Ops + Ground Experiments + Simulation 
Challenges of acoustic imaging from a flying robotic platform 

� First attempt to match simulation, lab measurements, ISS acquisitions� Asynchronous systems
� video-cameras
� robot telemetry
� SoundSee recordings
� sound sources

� Synchronization is vital for 
acoustic imaging

Ground experiment setup at Bosch

Localization error as a function of displacement 
between microphone array and source along y-axis

Fig. 3: Time-varying delay between s(t) and ri(t) before
drift compensation. Time-delay matrix �̂sr0(t), color repre-
sent the normalized cross-correlation value (left). Time-delay
signal �̂sri(t) for the ten microphones; spikes occur when
sounds from other sources are significantly louder than the
iPad. (right).

time-aligned signal readings and position measurements for
accurate results. However, technical issues necessitated spe-
cial considerations to be made to re-align our recordings using
available data.

3. TIME ALIGNMENT OF DATA STREAMS
To accurately estimate the offset between the recorded audio
stream and the trajectory of the microphone array, we opt for
a geometry-driven approach. Specifically, we can estimate
the offset via cross-correlation between: 1) the time-varying
delay between the stimulus signal and the microphone array,
�sr(t); and 2) the time-varying distance between the iPad po-
sition and the SoundSee position �sr(t).

While �sr(t) is trivial to compute given the trajectory,
extracting �sr(t) is challenging. As the stimulus signal
s(t) is played back from a device (iPad) that is not clock-
synchronous with ith microphone array signals ri(t), two
parameters need to be estimated before computing �sr(t): the
offset osr and the clock drift dsr between s(t) and ri(t).

We first estimate osr via cross-correlation between s(t)
and r0(t), neglecting the presence of a drift between the
two signals, and observing that the offset is not a function
of the microphone index. We then compute �̂sr(t), the the
time-varying delay between s(t) and ri(t) without drift com-
pensation. In particular, given s(t) and ri(t) we first compute
�̂sri(t) 2 RD⇥T , a time-delay matrix where each column
is the cross-correlation between a window of s(t) and the
corresponding window of ri(t) - Fig. 3 (left). As expected,
the harmonic nature of the stimulus signal plays a clear
role in �̂sri(t), as the auto-correlation signature of s(t) is
clearly visible in the columns of �̂sri(t). After a 2D Gaus-
sian smoothing step, we track the maximum value along the
columns of �̂sri(t) to build �̂sri(t), the time-varying delay
signal between s(t) and ri(t) - Fig. 3 (right).

By averaging over the active microphones, we obtain
�̂sr(t), the average time-varying delay between the source
signal and the microphone array, prior to drift compensation.
We then compute the clock drift dsr via linear regression on
�̂sr(t) between seconds 420 and 500. The drift-compensated
average time-varying delay �sr(t) between s(t) and ri(t) can

Fig. 4: Drift-compensated time-varying delay �sr(t) (top);
time-varying distance between source and array �sr(t) (mid-

dle); normalized cross-correlation between the two signals
(bottom)

Fig. 5: Back-side of microphone array used in SoundSee unit
(left); marked in green are the outer rings of 10 microphones
used to capture data. Image of SoundSee mounted on robotic
platform inside sound chamber for experiments (right).

be easily derived from �̂sr(t) and dsr.
Fig. 4 shows the drift-compensated time-varying delay

�sr(t), the time-varying distance between source and Sound-
See �sr(t), and the normalized cross-correlation between the
two signals, used to extract the offset between the recorded
audio stream and the trajectory of the microphone array.

4. SIMULATIONS AND LAB EXPERIMENTS
To estimate the quality of imaging results from the ISS exper-
iment, we replicate both in simulation and in a controlled lab
environment the same transect acquisition.

Acoustic simulations. Simulated experiments are com-
puted in a virtual acoustic environment using PyRoomAcous-
tics (PRA)[16], a Python module for acoustic simulation in
specific room configurations using the image source method.
Using a shoebox-style model of a room, we design an acous-
tic space mirroring the approximate dimensions of the Kibo
module on board the ISS. The iPad is modeled as an omni-
directional point sound source, whereas the SoundSee micro-
phone array unit is modeled as a set of omni-directional point
microphones, in the same dual ring configuration as on hard-
ware. The image source method used in PRA is designed to
compute the room impulse response (RIR) between a given
source location and a given microphone location. However,
this RIR is computed with the assumption of neither the mi-

Time-varying delay between stimulus signal and microphone signal
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SoundSee Data Ops + Ground Experiments + Simulation 
Comparing ISS results with ground simulation 

ISS results 

Sim results 

X : source position : estimated position : array position
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Acoustic Imaging aboard The International Space Station (ISS): Challenges and Preliminary Results
Luca Bondi1, Gabriel Chuang2,3, Christopher Ick1,4, Adarsh Dave1,3 Charles Shelton1, Brian Coltin2,5, Trey Smith2, Samarjit Das2

1Bosch Research, 2NASA ISAAC, 3Carnegie Mellon University, 4New York University, 5KBR

Acoustic images of ISS vs Simulation 
Results and Discussion
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Moving Forward: Simulated Leak Audio Data Collection 
Towards autonomous leak detection and acoustic anomaly detection
� Two iPads play audio files to simulate noise and leak audio signals
� Record audio with SoundSee with Astrobee being moved manually by astronaut, and with Astrobee navigating 

autonomously (to measure the impact of observation platform noise)
� Data Analysis in progress
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SoundSee Ultrasonic recording
Experiments with sampling frequencies 96 kHz and 196 kHz

9

1 minute recording, in front of AstroBee bay
AstroBee fan activated at second 40, steady 

from second 52 onward Power Spectral Density
Background sounds at bay (seconds 10 to 35)

Astrobee fan turned on at bay (seconds 52 to 60)

Difference between middle and top



SoundSee Ultrasonic recording
Comparisons between Bay and Rack, 192kHz, 40kHz – 60kHz
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Novel imaging, dynamics reconstruction exploiting scene map 
Fusing deep generative models with Phased-array processing

� Synthetic Aperture Acoustic imaging with Compressive Sensing + deep generative model-based 
priors on acoustic scenes/source distribution

Array element positions

Propagation Model

19

Imaging pixels 𝑖

Impulse response ℎ𝑖𝑗(𝑡)

𝑗

Source signal 𝑠𝑖(𝑡)

Received signal 𝑝𝑖𝑗(𝑡)

Sound Recording: Synthetic Aperture
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Transmitted signal

Recording

Sound Recording: Synthetic Aperture
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Transmitted signal

Recording
Rexroth active shuttle

Simulation Results

Compressed sensing Ground truth Pseudo-inverse

Compressed sensing can successfully recover the acoustic image with spatial sparsity

Parameter Optimization

• Estimate 𝑏𝑖, 𝑧𝑖 according to the following formulation

• The first term minimizes the recording error at array elements

• The second term is a regularization of latent variables

• Adam optimizer with random initialization, decreasing step size and 𝜆

min
𝑏𝑖,𝑧𝑖

𝑷 − 𝑯෍
𝑖

𝑏𝑖𝐺(𝑧𝑖)

2

+ 𝜆෍
𝑖

𝑧𝑖 2 [Paper accepted at IEEE ICASSP 2021 ]
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Ground robots



Thank you! 


